
Behol.·;or Researc:h Merhods. Insrrllmenrs. & Compurers 
1999.31 (4). 710-711 

MacPotthoff: Automated calculation 
of the Potthoff regression bias procedure 

MARLEY IV. WATKI NS and CATHY J. HETRICK 
Pennsylvania State University 
University Park, Pennsylvania 

Test bias. in contrast. to testfail"ness, is best conceptu· 
alized in validity terms amenable to statistical anal.ysis. 
Evidence Of predict.ive validit.y may be most sali.ent in 
many si.tuoti.ons. Eval.uation oJpredictive bias i,s generally 
operationalized m:a li.near1·egression. Pottlwff ( 1978) pro­
vided an efficient and parsimonious regression bias pm­
cedu..,-e that allows both simultaneous and sepaTate tests oj 
regression slopes and intercepts across groups. A Macintosh 
computer program, MacPotthof.r. is presented Jor a.uto­
mated calculation of Potthof{""egression bias statistics. 

Bias in educational and psychological tests is a sensi­
tive and controversial issue which has been addressed in 
both the popular and scholarly press (Gould. 198 I; Jensen. 
1980; Lippmann. 1923) as well as by legislation (i.e., 34 
C.F.R. § 300.530). Many defin itions of test bias have been 
presented in the literature (Fl augher. 1978). It is impor­
tant , however. to dist ingui sh between test bias as a ques­
tion of psychometric adequacy and test bias as the fa irness 
of a test 's use (Messick. 1980). Psychomet ric adequacy 
can yield to stati stical analys is. but fai rness can only be 
defined with in societal value systems (Reynolds & Kaiser. 
1990). 

In the psychometric sense. test bias "is ultimately a 
quest ion of va lidity" (Messick, 1988. p. 40). which means 
that there is "systematic error in the est imation of some 
'true' value for a group of individuals" (Reynolds & Kaiser, 
1990, p. 624). Evidence of such systematic measurement 
error can best be revealed through ana lyses of empirical 
data (Mill sap & Everson. 1993). Given the availabil ity of 
item-l evel data and generous sampl e sizes. test bias can 
be studied via factor analyt ic and item response theory 
approaches (Reynolds. Lowe, & Saenz. 1999). However. 
Reynolds ( 1982) suggested that evidence of predictive 
validity is the most salient form of validity evidence in 
relation to test bias-especially when one is considering 
apt itude and intelligence tests , whi ch typi cally do not 
generate item-level data . 

Cleary, Humphreys. Kendrick. and Wesman ( 1975) 
concluded that "a test is considered fair for a particular use 
if the inference drawn from the test score is made wi th the 
smallest feasible random error and if there is no constant 
error in the inference as a function of membership in a 
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particular group" (p. 25). Their definition of predictive 
bias is generally operationali zed via linear regression 
(Reynolds. 1995), where predictions take the form of I' = 
a + bX. Within this equation, the slope of the regression 
line is represented by b and the intercept by a, with X as 
the predictor. A test without bias would predict equallv 
weIl , regardless of group membership. When the slope ~r 
intercept differs significantly across groups, there is bias 
in prediction when the regression equation based on com. 
bined groups is used. 

Evaluating regression parameters across groups by Con­
ducting separate statistica l tests for slope and intercept 
\'a lues unnecessarily inflates the alpha level and overcom­
plicates the decision-maki ng process (Reyno lds. 1982. 
1995; Reynolds & Kaiser, 1990; Reynolds et al.. 1999 ). 
Potthoff ( I 978) provided a useful procedure that allows a 
simultaneous test of the equivalence of slopes and inter· 
cepts with a single F test. If an overall signi ficant F results. 
slopes and intercepts can be tested separately to determine 
their independent equality. 

The Potthoff technique was recommended by Reynolds 
(198 2) as " the most efficient method for determining 
whether the regression equation relating any two variables 
is constant across groups" (p. 219) . That is. it elegantly 
handles chance-corrected tests for both slopes and inter­
cepts without the user's having to manually create inter· 
action terms. correct for multiple tests, and so forth. as is 
necessary in general-purpose regression programs. Thi s 
efficiency has been wide ly recognized . as is evidenced by 
applications of the Potthoff technique to test-b ias inves­
tigations of popular intell igence tests (Bossard. Reynolds. 
& Gutkin . 1980; Glutting. 1986; Reynolds. Will son. & 
Chatman. 1985; Weiss & Prifitera. 1995; Weiss, Prifitera. 
& Roid. 1993). 

Although practically and conceptually useful. Potthoff's 
(1978) regression bias procedure is not included in stan~ 
dard stati stics packages. Consequently. it must be coded 
anew by each researcher. This presents logistical problems. 
inflates cost. and increases the risk of error. Thi s paper 
presents a solution to this problem: a computer program for 
automated calculation ofPonhoff regression bias statist ics. 

Program 
Mac Potthoffi s a FutureBAS IC program that operates 

on Macintosh computers under Mac OS Versions 7 and 8. 
Data are input via a text file where group membership and 
univariate predictor and cri terion scores are tab delimited. 
Mac Potthoffwil1 conduct analyses with two to nine groups 
and up to 10.000 cases. 

Output from MacPotthoffi s both tex tual and graphical. 
Textual output includes a partial listing of the input file 
to ensure data integri ty. as well as simultaneous slope and 
intercept F values and their associated deg rees of freedom 
and approximate p values. Graph ical ou~put consists of a 
scatterplot of the data, color coded by group membersh ip. 
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overla id wi th color-coded common and group regression 
lines. 

Availabili ty 
Mac PotthofTis ava il able fro m the f irst author upon re­

ceipt of an ini tialized Maci ntos h d isk accompanied by 
appropri ate first-c lass re turn postage. Altern a ti vely, 
MacPotthoff can be downloaded fro m http: ·/es pse.ed . 
psu.edulspsy/Watki ns/S PS Y-Watkins.ss i. 
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