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MacPotthoff: Automated calculation
of the Potthoff regression bias procedure
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Test bias, in contrast to test fairness, is best conceptu-
alized in validity terms arenable to statistical analysis.
Evidence of predictive validity may be most salient in
many situations. Evaluation of predictive bias is generally
operationalized via linear regression. Potthoff (1978) pro-
vided an efficient and parsimonious regression bias pro-
cedure that allows both simultaneous and separate tests of
regression slopes and intercepts across groups. A Macintosh
computer program, MacPotthoff, is presented for auto-
mated calculation of Potthoff regression bias statistics.

Bias in educational and psychological tests is a sensi-
tive and controversial issue which has been addressed in
both the popular and scholarly press (Gould, 1981; Jensen.
1980; Lippmann, 1923) as well as by legislation (i.e., 34
C.ER. § 300.530). Many definitions of test bias have been
presented in the literature (Flaugher, 1978). It is impor-
tant, however, to distinguish between test bias as a ques-
tion of psychometric adequacy and test bias as the fairness
of a test’s use (Messick, 1980). Psychometric adequacy
can vield to statistical analysis, but fairness can only be
defined within societal value systems (Reynolds & Kaiser,
1990).

In the psychometric sense, test bias “is ultimately a
question of validity” (Messick, 1988. p. 40), which means
that there is “svstemaric error in the estimation of some
‘true’ value for a group of individuals™ (Reynolds & Kaiser,
1990, p. 624). Evidence of such systematic measurement
error can best be revealed through analyses of empirical
data (Millsap & Everson, 1993). Given the availability of
item-level data and generous sample sizes, test bias can
be studied via factor analytic and item response theory
approaches (Reyvnolds. Lowe, & Saenz, 1999). However,
Reynolds (1982) suggested that evidence of predictive
validity is the most salient form of validity evidence in
relation to test bias—especially when one is considering
aptitude and intelligence tests, which typically do not
generate item-level data.

Cleary, Humphreys. Kendrick, and Wesman (1975)
concluded that “a test is considered fair for a particular use
if the inference drawn from the test score is made with the
smallest feasible random error and if there is no constant
error in the inference as a function of membership in a
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particular group” (p. 25). Their definition of predictive
bias is generally operationalized via linear regression
(Reynolds, 1995), where predictions take the form of ) =
a + bX. Within this equation, the slope of the regression
line is represented by b and the intercept by a, with X ag
the predictor. A test without bias would predict equally
well, regardless of group membership. When the slope or
intercept differs significantly across groups, there is bias
in prediction when the regression equation based on com-
bined groups is used.

Evaluating regression parameters across groups by con-
ducting separate statistical tests for slope and intercept
values unnecessarily inflates the alpha level and overcom-
plicates the decision-making process (Reynolds, 1982,
1995; Reynolds & Kaiser, 1990; Reynolds et al., 1999),
Potthoff (1978) provided a useful procedure that allows a
simultaneous test of the equivalence of slopes and inter-
cepts with a single F test. If an overall significant F results,
slopes and intercepts can be tested separately to determine
their independent equality.

The Potthoff technique was recommended by Reynolds
(1982) as “the most efficient method for determining
whether the regression equation relating any two variables
is constant across groups” (p. 219). That 1s, it elegantly
handles chance-corrected tests for both slopes and inter-
cepts without the user’s having to manually create inter-
action terms, correct for multiple tests, and so forth. as i1s
necessary in general-purpose regression programs. This
efficiency has been widely recognized, as is evidenced by
applications of the Potthoff technique to test-bias inves-
tigations of popular intelligence tests (Bossard. Reynolds.
& Gutkin, 1980: Glutting, 1986; Reynolds, Willson. &
Chatman, 1985; Weiss & Prifitera, 1995; Weiss, Prifitera.
& Roid, 1993).

Although practically and conceptually useful. Potthoff's
(1978) regression bias procedure is not included in stan-
dard statistics packages. Consequently, it must be coded
anew by each researcher. This presents logistical problems.
inflates cost. and increases the risk of error. This paper
presents a solution to this problem: a computer program for
automated calculation of Potthoff regression bias statistics.

Program

MacPotthoff is a FutureBASIC program that operates
on Macintosh computers under Mac OS Versions 7 and 8.
Data are input via a text file where group membership and
univariate predictor and criterion scores are tab delimited.
MacPotthoff will conduct analyses with two to nine groups
and up to 10.000 cases.

Output from MacPotthoff is both textual and graphical.
Textual output includes a partial listing of the input file
to ensure data integrity, as well as simultaneous slope and
intercept F values and their associated degrees of freedom
and approximate p values. Graphical output consists of a
scatterplot of the data, color coded by group membership.
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overlaid with color-coded common and group regression
lines.

Availability

MacPotthoff is available from the first author upon re-
ceipt of an initialized Macintosh disk accompanied by
appropriate first-class return postage. Alternatively,
MacPotthoff can be downloaded from http: /espse.ed.
psu.edu/spsy/Watkins/SPSY-Watkins.ssi.
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